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2010 2020 

40 Zetabytes 

48 hours of video is 
uploaded to YouTube 
every minute 

We 
3.2 Billion 
times a day 

A zetabyte is 
100 million 
copies of the 
Library of 
Congress 

You are here 

VoIP 

Sensors  
& Devices 

Enterprise  
Data 

Social  
Media 

Walmart processes 1 
million transactions 
every hour 

5 billion people 
use cell phones 

20 billion devices will 
be connected to the 
internet by 2020 

2.7 Zetabytes 

Data is the fuel … 



… behind social, science, government and business systems 



These advances are powered by a broad range of technologies 



Session Plan 

! Eric Horvitz, Microsoft Research 
! Chris Johnson, University of Utah 
! Brandon Johnson, Goldman Sachs 
! Discussion 



Discussion points 

! What are the most exciting technology developments in “data science”? 
! What is the use case that most excites you? 
! Is there something “new” here? 
! What should computer science’s role be? 
! What do we need to do to prepare students for this brave new data-centric 

world? 



Data to Insight to Change

Chris Johnson
Scientific Computing and Imaging Institute

University of Utah



Sources: Lesk, Berkeley SIMS, Landauer, EMC, TechCrunch, Smart Planet
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Every two days we create as much data as we did from the beginning of mankind 
until 2003! 



Big data is like teenage sex: 
everyone talks about it, nobody 
really knows how to do it, 
everyone thinks everyone else is 
doing it, so everyone claims they 
are doing it...
Dan Ariely

Big Data



New Visual Analysis Techniques







341 Sections
90nm thick sections

~32GB/Section
~1000 tiles/section

4096x4096 pixels/tile
2.18 nm/Pixel

16.5 TB after processing



Scientific Computing and Imaging Institute, University of Utah

Antony van Leeuwenhoek (1632-1723)

. . . my work, which I've done for a long time, was not pursued in order 
to gain the praise I now enjoy, but chiefly from a craving after 
knowledge, which I notice resides in me more than in most other 
men. And therewithal, whenever I found out anything remarkable, I 
have thought it my duty to put down my discovery on paper, so 
that all ingenious people might be informed thereof. 

Antony van Leeuwenhoek. Letter of June 12, 1716 



Scientific Computing and Imaging Institute, University of Utah



Connectome



PROBLEM-DRIVEN 
VISUALIZATION RESEARCH 
for biological data

- target specific biological problems
- close collaboration with biologists
- rapid, iterative prototyping
- focus on genomic and molecular data
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Data Science Programs

• http://analytics.ncsu.edu/?page_id=4184

• 19 MS programs in Data Analytics

• 8 MS programs in Data Science

• 28 MS programs in Business Analytics

• Several additional “tracks” or “concentration” programs



Big Data Curriculum

Analytics Electives:

• Data Mining (required)

• Machine Learning (required)

• Visualization (required)

• Artificial Intelligence.

Decision making under uncertainty.

• Natural Language Processing.

Understanding textual data and language.

• Probabilistic Modeling.

Advanced statistical techniques and tools (using R).

• Image Processing.

Analysis and learning on image data.



Big Data Curriculum

Algorithmics Electives:

• Advanced Algorithms (required)

• Models of Computation for Big Data.
How algorithmic bottlenecks change as data becomes very large;
Relation to modern big data systems (e.g. MapReduce).

• Computational Geometry.
Geometric interpretation of big data analysis and computation.

• Computational Topology.
Topological data analysis and algorithms.



Big Data Curriculum

Management Electives:

• Database Systems (required)

• Parallel Programming for Many-Core Architectures.
Parallel Computing and High Performance Computing.
Scalable programming on GPUs, many-cores, and HPC clusters.

• Advanced Computer Networks.
Large-scale network protocols, architectures, and applications.

• Network Security.
Message integrity, access control, authentication, confidentiality.



Piloting in Adobe (Lehi)

• Starting Fall 2014.

• Live 2-way streaming. Interaction across video.

Fall 2014: Visualization: T-Th 9:10 - 10:30am

Fall 2014: Adv. Algorithms: T-Th 10:45 - 12:05am

(plan for early evening, e.g. Data Mining M-W 5:15-6:35pm)

• Potential for Instructor on site in future.

Adobe lecture room open to others.



The SCI Institute



Productivity Machines
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Scientific Computing and Imaging Institute, University of Utah

More Information

www.sci.utah.edu

crj@sci.utah.edu



Ecosystem Challenges Around Data Use

Chris Johnson
Scientific Computing and Imaging Institute

University of Utah



Sources: Lesk, Berkeley SIMS, Landauer, EMC, TechCrunch, Smart Planet
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Every two days we create as much data as we did from the beginning of mankind 
until 2003! 



Big data is like teenage sex: 
everyone talks about it, nobody 
really knows how to do it, 
everyone thinks everyone else is 
doing it, so everyone claims they 
are doing it...
Dan Ariely

Big Data
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 GS Big Data Platform 
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Data!Philosophy!

Instrument everything 

Put all data in one place 

Data first, questions later 

Store first, structure later 

Let everyone party on the data (with controls) 

Keep raw data forever 

Produce tools to support the whole research cycle 

Modular and composable infrastructure 
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7 
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8 
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Distributed!Systems;!Distributed!Data!

Our!‘Big’!small!data!problem!

•  Highly"func.onally"aligned"
systems"

•  Excellent"Data"Segrega.on"

•  Local"Data"Autonomy"

•  Local"Governance"&"reten.on"
•  Locally"nego.ated"data"evolu.on"

•  Extensive"abuse"of"data"
movement"technologies"

•  ‘Shared"Data’"(reference"data)"is"
broadly"disseminated,"but"mostly"
from"central"loca.ons"

•  ‘Event’"data"(Transac.ons)"flow"
across"systems"and"persisted"at"
each"stage"

•  We"rarely"used"centralized"
shared"services"like"the"reference"
data"farm"

•  Our"Data"is"an"‘Asset’(and"should"
be"treated"as"such(

!

Distributed!Systems;!Distributed!Data!
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!Big!Data!Pla:orm!Goals!

Crea.ng"a""data"registry"to"store"the"dataset"metadata"and"allow"for"datasets"to"be"
discovered"and"used.""

Create"a"facility"to"properly"en.tle"access"to"the"datasets"("that"code"is"typically"
custom"logic"embedded"directly"within"each"applica.on")"

Create"the"facili.es"to"ingest"the"data"and"provide"resiliency."
Build"an"integrated"soRware"stack"using"mul.ple"data"management"soRware"
products"to"provide"the"full"suite"of"func.on"required"for"the"Data"Lake.""
"

!Create!a!‘GS!Data!Lake’!to!allow!for!many!datasets!to!coexist!and!be!
available!which!is!external!to!any!specific!GS!applicaFon.!!

!The!pla:orm!will!be!composed!of!mulFple!products!integrated!and!
made!consistent!by!GS!developed!infrastructure.!
HDFS/Hive"for"deep"petabyte"scale"online"archive"
MPP"ColumnXstore"ParAccel"for"high"performance"aggrega.on/pivo.ng"

Graph"database"for"nonXrela.onal"queries"and"seman.c"search"
Text"search"func.on"for"unstructured"or"semiXstructured"datasets"

Metadata"registry"and"en.tlement"model"

Please"send"your"ques.ons"to"LiveCurrent@gs.com"with"the"subject"#spark"
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!The!evoluFon!of!scaleIout!data!management!pla:orms!

DBMS"runs"on"single"host"only"("tradi.onal"RDBMS")"

DBMS"runs"on"mul.ple"hosts,"single"copy"of"data,"sta.cally"par..oned"("DB2"DPF")"

DBMS"runs"on"mul.ple"hosts,"two"copies"of"data,"sta.cally"par..oned"("ParAccel")"

DBMS"runs"on"mul.ple"hosts,"many"copies"of"data,"sta.cally"par..oned"("MongoDB")"

DBMS"runs"on"mul.ple"hosts,"many"copies"of"data,"dynamic"par.oning"("HXBase")"

!Perhaps!the!single!biggest!factor!in!enabling!Big!Data!is!the!rapid!
innovaFon!occurring!for!the!“scaleIout”!of!data!management!pla:orms.!
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!Big!Data!Pla:orm!Desired!ProperFes!

•  No fixed upper bound to ultimate dataset size. 
•  Storage and CPU capacity must be able to be increased in an incremental and linear fashion. 
•  Platform technology stack should already be in use at larger scale than GS use-case. 

!Scalable!

!

•  Entire be resilient to individual component failure not requiring any manual intervention 
•  Must be easy to both self heal from failure and to scale-out additional capacity 
•  Must have facilities to allow for authentication, security and access entitlement 

!Affordable!

!
•  Technology hardware stack should be based on a scale-out of commodity components. 
•  Technology software stack should be based on open source projects. 
•  Platform should be designed to run on GS Dynamic Compute nodes 
•  Vendor lock-in for any unique portion of the platform should be avoided when possible. 
•  Operating cost of platform should be kept to a minimum via low touch infra-structure that self 

manages. 
"

"!Trusted!

!
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!Big!Data!Pla:orm!Ongoing!Research!(1)!!

•  Graph databases can be powerful, allowing for queries that are difficult to express in SQL. 
•  Graph databases do not easily lend themselves to data shard’ing and scale-out. 
•  YarcData Urika product is being looked at for high performance Big Graph solution. 
•  Aurelius Titan graph database also being tested. 

!Big!Graph!

Two different entitlement problems to be solved for: 
•  How to model the entitlement rules on who should be able to see what data. 
•  How to implement those rules within the platform. 
Products such as sqrrl and Accumulo are being looked at to provide the fine grained access control. 
Alternatively the rules could be implemented in a GS access layer software    

  

!Text!Search!Data!Store!/!SemanFc!Search!Data!Store!
•  Entitling data stored in an unstructured or semi-structured manner poses new challenges 
•  Elasticsearch product is used in several different applications within GS 
•  Attivio product is also in use at GS 
"

"

!EnFtlement!for!Big!Data!pla:orm!datasets!!
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!Big!Data!Pla:orm!Ongoing!Research!(2)!!

•  Traditional concepts such as a ‘database backup’ or ‘transaction log’ need to be completely 
rethought for the Big Data platform. 

•  Forcing all data through a product with data retention such as Gigabus should be enforced. 
•  All products that feed data unto the Big Data platform should have a method of replaying datasets 

unto the platform on request. 

!Big!Data!pla:orm!–!data!retenFon!

•  Information loaded to the Big Data platform should be considered immutable.  
•  Data fed into the Big Data platform will need to be stored identically on multiple clusters. 
•  Gigabus will be instrumental in creating serialized streams of data across the Big Data platform 
•  Any new data created on the Big Data platform will need to be streamed back into the platform 

!Big!Data!pla:orm!–!workload!management!
•  All things being equal a fewer number of clusters is preferable to a greater number of clusters.  
•  YARN and other technologies are being tested to understand workload management functions 
•  Hadoop data federation technologies are being tested to bridge multiple products. 
"

"

!Big!Data!pla:orm!I!data!movement!!!
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!Big!Data!Product!Status!Q2!2014!

•  Runs on standard Dynamic Compute nodes. 
•  Utilizes CKAN open source metadata repository application and UI. 
•  Metadata is externalized in Google DSPL format. 
•  Entire registry stack can be extended for GS specific requirements. 

!GS!Big!Data!Catalog!

•  Runs on Dynamic Compute large storage nodes. 
•  Mature high performance MPP columnar RDBMS. 
•  Cluster is inelastic and does not keep multiple copies of data. 

!Hortonworks!Hadoop!2.06!
•  Runs on Dynamic Compute large storage nodes. 
•  Major engineering effort underway to have full Kerberos integration. 
•  Standard monitoring to Fabric with 24x7 support team. 
•  HDFS file based technologies such as M-R, PIG and Hive currently used in production. 
•  H-Base key value database currently used in production. 
•  Site resiliency and data retention will not be provided via the Hadoop stack 
"

"
!ParAccel!RelaFonal!DBMS!
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""

Appendix 
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Using"R:"Sta.s.cal"Data"Analysis"

You!may!have!heard!of….!
PredicFve!AnalyFcs,!Data!Mining,!Data!Analysis,!StaFsFcal!Analysis,!Data!VisualizaFon,!
Business!Intelligence,!Big!Data!

Who!uses!it?!!(who!doesn’t?)!
Google,!Facebook,!DoubleIClick,!LinkedIn!
Credit!Card!Companies,!Insurance!Companies,!Finance!(of!course)!
Anywhere!you!want!to!extract!value!from!your!data!

Development!Paeerns!
Data!VisualizaFon!
Graphing"sta.s.cal"summaries"of"data"to"gain"insights"

Modeling!and!PredicFon!
Model"the"system"using"sta.s.cal"models,"then"use"those"models"to"check"new"data"
Data"visualiza.on"used"to"understand"how"the"model"performs"

!

R!is!a!great!way!for!programmers!to!do!staFsFcs!
  



Eric Horvitz 
Microsoft Research 
 
http://research.microsoft.com/~horvitz  

From Data to Insight to Change: 
Technologies and Opportunities 



Advances  in learning and inference from data 
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Rise of Rich Representations   
  

Seattle traffic 

H. et al. Prediction, Expectation, and Surprise: 
Methods, Designs, and Study of a Deployed 
Traffic Forecasting Service (UAI 2005) 
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Large-scale  
systems 

Direction: Data, Learning, and Systems 

Algorithms for learning 
& inference 



Beauty and the Bottleneck 
Hekaton: Database service 
   In-memory, manycore, latch-free: 
         30x speed-up 
 

Trill: Streaming analytics   
   Column-oriented batches, P3 sort:                                          
    2-4 orders of magnitude speed-up 
  

Catapult: Data center search perf. 
  Speed-ups via FPGA 
        40x speed-up 
 
 







Power of building visualization pipeline (Zeiler et al., 2011) 
 

DNNs: Map features to pixels   

Direction: Insights via Visualization 

M. Zeiler, R. Fergus Visualizing and Understanding Convolutional Networks, Arxiv (2013) 



Invariances and Sensitivities 

M. Zeiler, R. Fergus Visualizing and Understanding Convolutional Networks, Arxiv (2013) 

Direction: Insights via Visualization 



Data 

Decision Model 

Decisions 

Predictive Model 

Predictions 

Direction: Predictions to Decisions 



Direction: Predictions to Decisions 



Coupling predictions with decisions 
Direction: Predictions to Decisions 



Coupling predictions with decisions 
Direction: Predictions to Decisions 



Coupling predictions with decisions 
Direction: Predictions to Decisions 



Direction: Interpretability & Explanation 



Interpretability--Power Tradeoff 



Capturing Key Interactions 

Y. Lou, R. Caruana, J. Gehrke, and G. Hooker. Accurate Intelligible Models with 
Pairwise Interactions. In KDD, 2013. 

Efficient means to identify pairwise interactions 
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Direction: Identifying Causality 
Predicting C. Difficile 
• diabetes = TRUE 
• history of C. Diffi = TRUE 
• hospital service = gsg (general surgery) 
• meds= acetylcysteine (n-acetylcys) 
• meds = lidocaine hcl 
• meds = clindamycin phosphate 
• platelet count = C (thrombocytosis) 
• unit = 2g 
• albumin = L (hypoalbuminemia) 
• admission source = transfer 
• attending MD= XXXXXX 
• unit = 2d 
• CO2  = L (hypocapnea) 
• city = XXXXXX 
• employer name = Not Employed 
• monocyte percent = H 
• 70<=age<80 
• wbc = H (white blood cell count) 
• admission procedure = catheterization 
• admission complaint =gastrointestinal 
• last visit meds = fentanyl citrate 
• meds = hydromorphone hcl 

Studies in 
causality 

Root source of datacenter slowdown   

J. Wiens, J. Guttag, E. Horvitz. Patient Risk 
Stratification for Hospital-Associated C. Diff as a Time-
Series Classification Task (NIPS 2012) 
 



Observed Track and Ground Speed 

Wind Velocity 

(𝒗𝒙, 𝒗𝒚) 

(𝒕𝒙,) 

   Direction: Selective Sensing 
Airplanes Aloft as a Sensor Network for Wind Forecasting (IPSN 2014)                             
 Access live inferences about continental windflows. 



Observed Track and Ground Speed 

Wind Velocity 

(𝒗𝒙, 𝒗𝒚) 

(𝒕𝒙,) 

   Direction: Selective Sensing 
   Windflow project 



Observed Track and Ground Speed 

Wind Velocity 

(𝒗𝒙, 𝒗𝒚) 

(𝒕𝒙,) 

   Direction: Selective Sensing 
   Windflow project 



When do I need more data? 
Value and cost of acquisition? 

Direction: Active Learning 

to Streaming evidence 
? 

Value of 
probe 

Cost of 
probe 

Kapoor & H. Principles of Lifelong Learning for Predictive User Modeling.(UM 2007) 
 
Kapoor & H. On Discarding, Caching, and Recalling Samples in Active Learning (UAI 2007), Proceedings of the Conference on 
Uncertainty and Artificial Intelligence 2007, AUAI Press, July 2007.  
Kapoor & H. Breaking Boundaries: Active Information Acquisition Across Learning and Diagnosis  (NIPS 09)   



When do I need more data? 
Value and cost of acquisition? 

Direction: Active Learning 

to Streaming evidence 
? 

Value of 
probe 

Cost of 
probe 

H., et al. Learning Predictive Models of Memory Landmarks (CogSci 2004) 
 
Kapoor, et al. Selective Supervision: Guiding Supervised Learning with Decision-Theoretic Active Learning (IJCAI 2007) 
  



When do I need more data? 
Value and cost of acquisition? 

Direction: Active Learning 

to Streaming evidence 
? 

Value of 
probe 

Cost of 
probe 

H., et al. Learning Predictive Models of Memory Landmarks (CogSci 2004) 
 
Kapoor, et al. Selective Supervision: Guiding Supervised Learning with Decision-Theoretic Active Learning (IJCAI 2007) 
  



Challenge: Sharing Industry Data  

Messenger communication graph  
  30 billion conversations (30 days) 
 255 billion messages exchanged, 1.3 billion edges 

 
38 J. Leskovec, H. Planetary-Scale Views on a Large Instant-Messaging Network (WWW 2008). 



Challenge: Sharing Industry Data  

M. Paul, R. White, H.  



Web-Scale Pharmacovigilance 

Hyperglycemia-related terms 

Pravastatin Paroxetine 
a 
b 

c d 

Challenge: Sharing Industry Data  





RFPs: Search Logs for Research 
 

 
2006 search query log excerpt 
 15 million queries, one month  
 12 institutions  
 
2007 search query log excerpt 
 100 million queries over several months 
 
 

“It  is  very  difficult  to  access  large  volumes  of  real  
data,”  said  recipient  Amélie Marian of Rutgers 
University.  “Being  able  to  work  on  a  large  excerpt  
of real search query logs, including per-query 
search result click-through, will be a very valuable 
resource to understand how users search and 
access  information.” 



Direction: Privacy, Ethics, and Behavioral Data 

 

Predicting before birth: 
Who will suffer 
postpartum depression? 

Predicting Postpartum Changes in Emotion and 
Behavior via Social Media (CHI 2013). 



Microsoft Research Ethics Advisory Board   
 
Researchers engage in structured, critical discussions with 
educated peers. Unproblematic designs approved via an 
expedited process, while red flags provoke a full review. 

 
  
 
 



Direction: Datasets & challenge 
problems  



Tsung-Yi Lin (Cornell),  
Michael Maire (CalTech),  
James Hayes (Brown),  
Deva Ramanan (UCI),  
Serge Belongie (CornellTech),  
Pietro Perona (Caltech),  
Piotr Dollar (MSR),  
Larry Zitnick (MSR) 

Rolled out at CVPR this coming week. 



COCO: Common Objects in Context 
COCO: images with objects in natural context 
ImageNet: iconic images 
 

Commonsense: Children (age 4-8) asked to name 
all objects seen in indoor & outdoor environments 
 

      90 object types recognizable by 4 yr. old 
 
.   
 

Piotr Dollar, Larry Zitnick, et al. ECCV 2014, Zurich, Sept. 2014. 



ImageNet: Iconic object images 



Iconic scenes 



Non-iconic scenes 



People in context Contextual information 



Object classification 

Object detection 

Semantic segmentation 

90 categories 
10,000 instances / category 




