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It is not the strongest of the species that survives, 
nor the most intelligent that survives. It is the one 
that is the most adaptable to change. 

– Charles Darwin
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Caveat

• This is a workshop
• This is a personal perspective
• I have the problems – not the solutions! 
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BACKGROUND & CONTEXT
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Rock’s Law

Capital cost Normalized cost
per unit

ICknowledge.com

Fab costs double every four years 
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Revenue for leading edge fab

Source: Gartner, CapIQ, Jefferies Research
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Scaling

IVB, 160mm2, 1.4B transistors

22nm14nm
10nm
7nm
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Transistor count

UC PAR Lab Presentation – Krste Asanovic – Jun, 2011

Mutlicore Parts
Intel 6C..8C
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Power density
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Leakage
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Dark silicon
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Personal computing: PCs…tablets…
phones…convertibles…phablets…

Emergence of tablets and other form factors
is an exciting personal computing trend!

Emergence of tablets and other form factors
is an exciting personal computing trend!
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Mobility trends
Global Unit Shipments of Desktop PCs + Notebook PCs vs 

Smartphones + Tablets
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Data and Estimates as of 2/11
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Internet Of Things
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Internet Of Things
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What does this have to do 
with CAD research?
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Three pillars of CAD

SoftwareSoftwareSoftwareSoftware

FormalismsFormalismsFormalismsFormalisms

DesignDesignDesignDesign

Mathematicians

Developers
Engineers
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Three pillars of CAD

HLLs, OSs,HLLs, OSs,HLLs, OSs,HLLs, OSs,
computing, computing, computing, computing, 

SDKs, …SDKs, …SDKs, …SDKs, …

Semantics,Semantics,Semantics,Semantics,Semantics,Semantics,Semantics,Semantics,
aaaalgorithms,lgorithms,lgorithms,lgorithms,
languages,languages,languages,languages,
graphs, …graphs, …graphs, …graphs, …

SW,SW,SW,SW,
aaaarchitecture,rchitecture,rchitecture,rchitecture,
logic,logic,logic,logic, circuits, circuits, circuits, circuits, 

layout,layout,layout,layout,…………

Mathematicians

Designers
Developers



23October 30, 2009

Bull’s eye strategy

“Pioneering the Future of Verification A Spiral of Technological and Business Innovation”
Kathryn Kranen, CEO, Jasper Design Automation, Haifa Verification Conference, Dec. 2011



24October 30, 2009

A perspective on (implementation) CAD

SPICE, DRC
checkers

Synthesis

Physical
synthesis

Multicore/SOC
integration

Device abstraction
Moved design from 

physicists  to EEs

Logic abstraction
Moved design from EEs

to CSs

Module abstraction
EEs are back!!

Component abstraction
Move design to

system engineers

Performance TTM

Faster, cheaper, leakier Xtors
Process technology drivers

As industry moves to SOCs
this phase is increasingly
commoditized (> 6 vendors)
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends

Server IO (Analog/Mixed) Complexity
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends
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CAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trendsCAD drivers: Process and design trends

Pentium® Processor: 
In-order

Pentium® 4 Processor: 
OO, TraceCache, …
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Design, verification and testDesign, verification and testDesign, verification and testDesign, verification and test
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Shifting design R&D focus: Transition from the middleShifting design R&D focus: Transition from the middleShifting design R&D focus: Transition from the middleShifting design R&D focus: Transition from the middle
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The wineglass model for CAD researchThe wineglass model for CAD researchThe wineglass model for CAD researchThe wineglass model for CAD research
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Example CAD Top 10 for 2020Example CAD Top 10 for 2020Example CAD Top 10 for 2020Example CAD Top 10 for 2020

• Mixed-signal verification

• System-level modeling and verification (esp. new devices)

• Power management

• System-level interconnects

• Embedded software verification (esp. security)

• Reconfigurable design

• Reliability impact on performance

• Design rule complexity

• Integration of novel devices

• Physical synthesis for large blocks (100M+ cells)
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Example 1Example 1Example 1Example 1
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Example 2Example 2Example 2Example 2
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Integration of novel devicesIntegration of novel devicesIntegration of novel devicesIntegration of novel devices
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SystemSystemSystemSystem----level modeling and verificationlevel modeling and verificationlevel modeling and verificationlevel modeling and verification
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SystemSystemSystemSystem----level power managementlevel power managementlevel power managementlevel power management
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Power density trends
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Energy proportional computing

Server is doing no work, but consumes half its peak power!

Barroso, L. A., AND Holzle, U., The Case for Energy-Proportional 
Computing. IEEE Computer 40, 12 (December 2007).
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Do nothing well!

Barroso, L. A., AND Holzle, U., The Case for Energy-Proportional 
Computing. IEEE Computer 40, 12 (December 2007).
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CPU Core Power Consumption

• High frequency processes are leaky
– Reduced via high-K metal gate process, 

design technologies, manufacturing 
optimizations

Leakage

Source: Stephen Guenther
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CPU Core Power Consumption

• High frequency designs require high 
performance global clock distribution

• High frequency processes are leaky
– Reduced via high-K metal gate process, 

design technologies, manufacturing 
optimizations

Leakage

Clock 
Distribution
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CPU Core Power Consumption

• Remaining power in logic, local clocks
– Power efficient microarchitecture, good 

clock gating minimize waste
• High frequency designs require high 

performance global clock distribution
• High frequency processes are leaky

– Reduced via high-K metal gate process, 
design technologies, manufacturing 
optimizations

Leakage

Clock 
Distribution

Local 
Clocks and 
Logic

Core Power 
Consumption
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Idle Core Power Management

• C0: CPU active state

Leakage

Local 
Clocks and 
Logic

Clock 
Distribution

Core Power 
Consumption



49October 30, 2009

Idle Core Power Management

• C0: CPU active state
• C1, C2 states (early 1990s):

• Stop core pipeline
• Stop most core clocks

Leakage

Local 
Clocks and 
Logic

Active Core Power

Clock 
Distribution
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Idle Core Power Management

• C0: CPU active state
• C1, C2 states (early 1990s):

• Stop core pipeline
• Stop most core clocks

• C3 state (mid 1990s+):
• Stop remaining core clocks
• Voltage reduced to retention levels

Leakage

Active Core Power

Clock 
Distribution
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Idle Core Power Management

• C0: CPU active state
• C1, C2 states (early 1990s):

• Stop core pipeline
• Stop most core clocks

• C3 state (mid 1990s+):
• Stop remaining core clocks
• Voltage reduced to retention levels

• C6 state (2008):
• Processor saves architectural state
• Turn off power, eliminating leakage

Leakage

Independent clock and voltage domains allow 
very good core power management today

Active Core Power
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Hierarchical Power State Model

Source: “Platform Power Management Opportunities for Virtualization”, IDF Fall ’08 

ACPI = Adv. Configuration & Power Interface Spec
Gx = global state, Sx = sleeping st, Cx = CPU power st, Px = perf st, Tx = thermal st
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Power management & modeling
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Application power scenariosApplication power scenariosApplication power scenariosApplication power scenarios

(C) Synopsys, ARM
Gibbons, Nohl, Flynn, System-Level Design and Software 
Development for Energy Efficient Platforms, DAC 11 tutorial
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(C) Synopsys, ARM
Gibbons, Nohl, Flynn, System-Level Design and Software 
Development for Energy Efficient Platforms, DAC 11 tutorial
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Power management stack
Application

Operating system

OS power manager

PM firmware

Controller/FSMs

Power/perf. sensors 
& actuators
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PM software-hardware co-design

Application

Operating system

OS power manager

PM firmware

Controller/FSMs

Power/perf. sensors 
& actuators

Software 

Firmware 

Hardware 

API’s (ACPI)

Interfaces
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Power management: Ideal state

Application

Operating system

OS power manager

PM firmware

Controller/FSMs

Power/perf. sensors 
& actuators

Software 

Hardware 

Well-characterized applications
Well-defined interfaces
Power management states
Si behavior accurately modeled
Entry/exit latencies well 
calibrated
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Power management: Reality

Application

Operating system

OS power manager

PM firmware

Controller/FSMs

Power/perf. sensors 
& actuators

Hardware 

Applications’ power/perf behavior is hardware specific

OS developers need simplified hardware models

Firmware is buggy

The right set of Si hooks are not incorporated

Controller is buggy

Mismatch between software/hardware generationsOptimization
complexity

The Si behavior of existing hooks has excursions

Power states incorrectly identified
Entry/exit latencies modeling off

Validation
complexity
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Power Management: Research Vectors

• Application-level power behavioral modeling of software, platform, and 
components

• Calibrated system-level power models

• Power management algorithms and implementations

• Design discovery of power state options

• Circuit techniques for power management

• Validation ingenuity
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AMS validationAMS validationAMS validationAMS validation

Interconnect

Devices

Cells

Digital
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Power delivery

On-chip fabrics

Microarchitecture
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65nm node 45nm node 32nm node

Soumya’s challenge: Build a radio that looks like this 

Kuhn - 2009 2nd International CMOS Variability Conference - London 
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• Tera-Flops implies tera-bytes/sec of bandwidth

• Limited off-chip intercon. density scaling implies high pin speed

IO Bandwidth for Tera-scale Computing

Array of interconnected processing core

10’s Tb/s

DIMMs

Bulk memory
1’s Tb/s

Bulk Storage100’s Gb/s

10’s Gb/s
Another “box”, 
shelf or rack

$ $ $

$

$$

$
Memory

Source: Randy Mooney
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Server IO (analog/mixed signal) complexityServer IO (analog/mixed signal) complexityServer IO (analog/mixed signal) complexityServer IO (analog/mixed signal) complexity

Server IO (Analog/Mixed) Complexity

0

5

10

15

20

25

30

35

1 2 3 4 5 6

Product

N
o

rm
a

li
z

e
d

 C
o

m
p

le
x

it
y

Krishnamurthy Soumyanath, 2010 Intel AMS Verification Workshop
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Variation trendsVariation trendsVariation trendsVariation trends
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Wrapping it upWrapping it upWrapping it upWrapping it up

Mix of charge, voltage and time domain coded analog blocks with VR’s

“Big” (D)digital around “small” (a) analog (some of which is “digital”)
Krishnamurthy Soumyanath, 2010 Intel AMS Verification Workshop
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The analog PLLThe analog PLLThe analog PLLThe analog PLL

PFD CP LPF VCO

div by N

Cref
Cout

digital

analog

up

dn

• Leakage of charge in the CP+LPF
– Leads to large phase error

• Poor area scaling of analog content 

• Reducing voltage headroom/generation

• Sensitivity to process variations
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Property verification of a digital PLLProperty verification of a digital PLLProperty verification of a digital PLLProperty verification of a digital PLL

A. Ravi et al, "A 9.2–12GHz, 90nm digital fractional-N synthesizer with 
stochastic TDC calibration and −35/−41dBc integrated phase noise in the 
5/2.5GHz bands," IEEE VLSI Symposium Digest, pp.143 - 144 , 2010

• Will the PLL lock for arbitrary initial conditions and across different PVT?

• Will it always lock within x us?

• Will it stay locked once locked?

• Jitter tolerance
– How much jitter on input clock can it tolerate 
– What is the rms and P2P jitter on output
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Analog Property VerificationAnalog Property VerificationAnalog Property VerificationAnalog Property Verification

• Delay Lock Loop (DLL):
– Will it lock properly? (i.e. phase delays between consecutive outputs 

are good)
– Will it enter harmonic lock? Under what startup conditions?

• Phase Lock Loop (PLL):
– Will it lock properly? (i.e. generated output clock is good)
– Under what control input, startup, and PVT conditions will it fail to 

lock?

• I/O Systems:
– Will I/O adaptation algorithms converge to good values for pre-

emphasis, equalization, and termination settings? Under what 
conditions will we reach saturation for control settings?

– Will we get desired timing and voltage margins?
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MixedMixedMixedMixed----Signal Validation PyramidSignal Validation PyramidSignal Validation PyramidSignal Validation Pyramid

Intel Confidential 70

Block Level : VCO, OpBlock Level : VCO, OpBlock Level : VCO, OpBlock Level : VCO, Op----ampampampamp

Macro Block: SingleMacro Block: SingleMacro Block: SingleMacro Block: Single----stage,stage,stage,stage,
Pipeline ADC, IntegratorPipeline ADC, IntegratorPipeline ADC, IntegratorPipeline ADC, Integrator

Analog Subsystem,Analog Subsystem,Analog Subsystem,Analog Subsystem,
Digital SubsystemDigital SubsystemDigital SubsystemDigital Subsystem

1000’s of simulation across1000’s of simulation across1000’s of simulation across1000’s of simulation across
PVT cornersPVT cornersPVT cornersPVT corners

Ideal:Ideal:Ideal:Ideal: A few A few A few A few simssimssimssims at typical at typical at typical at typical 
and/or extremeand/or extremeand/or extremeand/or extreme conditionsconditionsconditionsconditions

Raise the abstraction level for AMS verification

MixedMixedMixedMixed----signalsignalsignalsignal full system:full system:full system:full system:
PLLPLLPLLPLL, ADC, DAC, Transceiver, ADC, DAC, Transceiver, ADC, DAC, Transceiver, ADC, DAC, Transceiver

Abstraction level

Krishnamurthy Soumyanath, 2010 Intel AMS Verification Workshop
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Reliability impact on performanceReliability impact on performanceReliability impact on performanceReliability impact on performance

Interconnect
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Voltage scaling for energy efficiencyVoltage scaling for energy efficiencyVoltage scaling for energy efficiencyVoltage scaling for energy efficiency
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Benefits of Near Threshold Voltage  Benefits of Near Threshold Voltage  Benefits of Near Threshold Voltage  Benefits of Near Threshold Voltage  

• Peak energy efficiencies at NTV
• Fine-grain power management

POTENTIAL FOR…
• More always-on / instant wake 

devices
• Intelligent everyday devices with 

battery/solar powered CPUs
• Longer battery lives for mobile 

computing  
• Scalable many-core chips for the 

datacenter
• Meeting Extreme-scale Compute 

Challenges

Normal operating range NTVSub-threshold

E
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HIGH

LOW

VOLTAGEZERO MAX

~5x

Source: Sriram Vangal
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Experimental NTV processorExperimental NTV processorExperimental NTV processorExperimental NTV processor

7
4

IA-32 Core
Logic

S
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R
O ML1$-I L1$-D

Level Shifters + clk spine

1.1 mm

1
.8

 m
m

Custom Interposer951 Pin FCBGA Package

Legacy Socket-7 Motherboard

Technology 32nm High-K Metal Gate

Interconnect 1 Poly, 9 Metal (Cu)

Transistors 6 Million (Core)

Core Area 2mm2

S. Jain, et al, “A 280mV-to-1.2V Wide-Operating-Range IA-32 Processor in 32nm CMOS”, ISSCC 2012



Intel Confidential – Internal Only

A Complete A Complete A Complete A Complete VminVminVminVmin SolutionSolutionSolutionSolution

• NTV circuits proven and technically feasible

• Building product requires addressing challenges and additional technologies

Power Delivery
Process 

variations
Dynamic 
variations 

CAD tools for 
timing closure

Libraries
Area and power 

overhead

Source: Sriram Vangal
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Design rule complexityDesign rule complexityDesign rule complexityDesign rule complexity
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Gridded designGridded designGridded designGridded design
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Gridded designGridded designGridded designGridded design

65nm node 45nm node 32nm node 22nm node
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Our approach to regular layout fabricsOur approach to regular layout fabricsOur approach to regular layout fabricsOur approach to regular layout fabrics

Islands of cells with the same diffusion width

ba poly

P-diff

N-diff

Isolation gates separate cells within a diffusion block.
Diffusion blocks are separated by empty space.

1. Regular-diffusion fabric: focus on 
extreme regularity and litho-friendlyRyzhenko, Burns, DAC 11
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Auto route and cell synthesisAuto route and cell synthesisAuto route and cell synthesisAuto route and cell synthesis

• Regular layout fabric allows automatic cell synthesis for individual cells….

… which is combined with intra-cell routing for better pin placement

! Input is a sized transistor netlist.

! Placement of transistors is done. 

! Nets are split onto 2-end connections.

! Possible layout patterns are created on a grid.

! Unfeasible layout patters are pruned.

! Patterns are enumerated to get a complete routing.

Ryzhenko, Burns, DAC 11
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Experimental resultsExperimental resultsExperimental resultsExperimental results

Ryzhenko, Burns, DAC 11
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Flows with Long Diffusion StripesFlows with Long Diffusion StripesFlows with Long Diffusion StripesFlows with Long Diffusion Stripes

7%

Ryzhenko, Burns, DAC 11



Intel Confidential – Internal Only

On-chip Interconnects

IA IA IA IA CoresCoresCoresCores

GfxGfxGfxGfx Video Display

Memory InterconnectMemory InterconnectMemory InterconnectMemory Interconnect

Mem Control

I/O Interconnect FabricI/O Interconnect FabricI/O Interconnect FabricI/O Interconnect Fabric

3333rdrdrdrd Party Party Party Party IPsIPsIPsIPsIOsIOsIOsIOs Acc Acc Acc Acc IPsIPsIPsIPs Bridge to Bridge to Bridge to Bridge to 
ext fabricext fabricext fabricext fabric

Ext Ext Ext Ext stdsstdsstdsstds based fabricbased fabricbased fabricbased fabric

3333rdrdrdrd Party Party Party Party IPsIPsIPsIPs

Many Core ArchitecturesSOCs

$ $ $

$
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$
Memory
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System InterconnectsSystem InterconnectsSystem InterconnectsSystem Interconnects

84

XE
CNI TCM



Intel Confidential – Internal Only

Modular SOC Fabrics

Fabric ConvergenceFabric ConvergenceFabric ConvergenceFabric Convergence Fabric Intelligence/ServicesFabric Intelligence/ServicesFabric Intelligence/ServicesFabric Intelligence/Services

• Single interface?
• Packetized approach?
• Hierarchical NoCs
• Reusable components

Fabric AutomationFabric AutomationFabric AutomationFabric Automation

• Automation Tool Chain   
-- Coh & Non-Coh
-- QoS support
-- Hierarchies, etc

IPMMU IPQoS

Streaming
Engines IP2IP 

comm

Reconfig

Source: Raj Yavatkar
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Topology optionsTopology optionsTopology optionsTopology options

2D-mesh
J-mesh
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xPLORE UHPC simulatorxPLORE UHPC simulatorxPLORE UHPC simulatorxPLORE UHPC simulator

• Cycle accurate simulator in System C
• Cover on-chip fabric (up to 1 k cores)
• Supports hierarchical interconnects

• Currently, synthetic and trace-driven
• 720 Agents (6x10x12) 10^6 cycles ~ 45 min.
• In future, integrate with core and memory 

simulation tools 
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Simulator statusSimulator statusSimulator statusSimulator status
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Trace 
feeder
XE
CE

Generic Router in 
Second Stage
-Virtual Channels 
- Multi-Flit
-Credit Based Flow 
Control
-1 to 4 Pipeline Stages

Traffic Modes
-Uniform
-Near Neighbor
-Hot-spot
-Transpose
-All to All

xBar in First Stage
-Virtual Channels 
- Multi-Flit
-Credit Based Flow 
Control
-2 Pipeline Stages
-Multiple In/Out Ports 

InterInterInterInter----
blkblkblkblk

NetwoNetwoNetwoNetwo
rkrkrkrk

BlkBlkBlkBlk----
MemMemMemMem

Block 
memory

• Hierarchical
• Modular
• Comprehensive

(Currently Global)
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Putting it all togetherPutting it all togetherPutting it all togetherPutting it all together
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Early resultsEarly resultsEarly resultsEarly results
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Specific research problems

• Physically-aware performance  & area optimization for comm. fabrics
– Performance and floorplan characterization for early design decisions

• Quality of service analysis and optimization
– Fast analytical estimation of quality of service with 10-20% accuracy
– Analytical optimization methods (buffer sizing, arbitration function selection) 

• Traffic models
– Algorithms for compact workload characterization including bursty traffic

• Functional correctness
– Deadlock-freedom, memory consistency
– Scalable formal verification of critical functional properties

• Uncore, interconnect, and system power management
– DVFS- and AVS-aware exploration techniques


