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What is GENI?

 GENI is a virtual laboratory for exploring future
Internets at scale.

 GENI creates major opportunities to understand,
Innovate, and transform global networks and their
Interactions with society.

 GENI opens up new areas of research at the
frontiers of network science and engineering,
and increases the opportunity for significant
Soclo-economic impact.



8y Global networks are creating

geni extremely important new challenges

of the Future

/

Science Issues

Innovation Issues

. Substantial barriers to
7\l | at-scale experimentation with
NJ. Y new architectures, services,
and technologies

We cannot currently
understand or predict the
behavior of complex,
large-scale networks
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Society Issues

We increasingly rely on
the Internet but are
unsure we can trust its
security, privacy or
resilience
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National Science Foundation
Network Science & Engineering (NetSE)

of the Future

. Understand the complexity of Network
Science — large-scale networks > science and
- Understand emergent behaviors, local-global interactions, syst engineering
and/or degradations researchers
- Develop models that accurately predict and control netwog’behaviors

Develop new arc Distributed

Technology—» o ' >
NOIOGY—> cxploiting ne systems and

substrate

obust, manageable future networks

mobility support researchers
ates for reliability and performance

ntial and limitations of technology

le new applications and new economies,

ile ensuring security and privacy —» Security,
privacy,

echnical, economic and legal design trade-offs, enable privacy protection economics, AI,
social science
researchers
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GENI Conceptual Design

Infrastructure to support at-scale experimentation

G oo
gy ; Deeply programmable

v

Programmable & federated, with end-to-end virtualized “slices”

Heterogeneous,
and evolving over time via
spiral development

Sponsored by the National Science iMobile Wireless Network ..., 55 5010 Edge Site 6



Enabling “at scale” experiments

« GENIis enabling two classes of “at scale” experiments:

— Controlled and repeatable experiments, to help improve scientific
understanding of complex, large-scale networks; and

— “In the wild” trials of services that piggyback or connect to today’s
Internet and engage large numbers of participants.

— With instrumentation and data archival / analysis tools for both

« How can we afford / build GENI at sufficient scale?
— Clearly infeasible to build research testbed “as big as the Internet”

— Therefore we are “GENI-enabling” testbeds, commercial equipment,
campuses, regional and backbone networks

— Key strategy for building an at-scale suite of infrastructure
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Current status & plans

o “GENI is a virtual laboratory for exploring future internets at scale”
— How are we doing?

 Rapid progress to date
— GENI community appears highly energized and surprisingly happy
— System architecture is taking shape via spiral development

— Meso-scale build has considerable buy-in from Pls, campus CIOs,
national backbones, regionals

— We are executing plans for getting a number of research experiments
started on the GENI suite

 What are the next steps (Spiral 3) ?
— Converge upon interoperable control frameworks & tools
— Aggressively grow the meso-scale build, adding “GENI racks”
— Transition to “operations” to support large-scale, continuous experiments



Spiral Development

GENI grows through a well-structured, adaptive process

Planning O GENI Spiral 2

Early experiments, meso-scale build,
_ interoperable control frameworks, ongoing
Design integration, system designs for security and
instrumentation, definition of identity
management plans.

{ \\Q %::} Envisioned ultimate goal

Example: Planning Group’s desired GENI
Y suite, probably trimmed some ways and
; expanded others. Incorporates large-scale

~————

\/ / distributed computing resources, high-speed
A& / backbone nodes, nationwide optical
s / networks, wireless & sensor nets, etc.
g

e

e « Spiral Development Process

Re-evaluate goals and technologies yearly
Integration Build out by a systematic process, decide what to
prototype and build next.

GENI Prototyping Plan



Key goals for Spiral 2

e QOverarching goal
— Get real experiments up and running

 Technical emphases
— Integration, particularly of the meso-scale prototype
— Interoperability
— Instrumentation
— ldentity management



Federation

GENI grows by “GENI-enabling” heterogeneous infrastructure

My experiment runs across
/ the evolving GENI federation.

Corporate
GEN!I suites

This approach looks
remarkably familiar . . .

Cluster
#2

Other-Nation
Projects

NSF parts of GENI

Goals: avoid technology “lock in,” add new technologies as they mature, and potentially
grow quickly by incorporating existing infrastructure into the overall “GENI ecosystem”
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Current GENI Status

GENI-enabling testbeds, campuses, and backbones

Sponsored by the National Science Foundation
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PLANETLAB

An open plalorm for develops ng. deploying, and occessing plonelary-scale services
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Exploring Networks
of the Future

DRAGON core nodes
Mid-Atlantic Crossroads WAIL, U. Wisconsin- Mad|son DieselNet, U. Mass Amherst

VISE, SPPs, Wash U.
U. Mass Amherst ’ ORBIT, Rutgers WINLAB

Sponsored by the National Science Foundation March 22, 2010 16



World-class expertise in GENI Partners
Internet2 and National LambdaRail

of the Future

St | [P Internet?2
5 = 1 = 10 Gbps dedicated bandwidth

ol - ProtoGENI
& SPP
o - ¥
Yo e D Bt
National LambdaRail -~ .. .
Up to 30 Gbps nondedicated bandwidth S

@ internst? Router Site

40 Gbps capacity for GENI prototyping on two national footprints
to provide Layer 2 Ethernet VLANSs as slices (IP or non-IP)

17
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== Exploring Networks
of the Future

Building the GENI Meso-scale Prototype

Current plans for locations & equipment

OpenFlow WIMAX
Stanford Stanford
U Washington UCLA
Wisconsin UC Boulder
Indiana Wisconsin
Rutgers Rutgers
Princeton Polytech
Clemson UMass
Georgia Tech Columbia
OpenFlow
Backbones
ShadowNet . Seattle
Salt Lake City
Salt Lake City Sunnyvale
Kansas City Denver
DC Kansas City
Atlanta Houston
Chicago
DC
Atlanta
L ————

Arista 7124S Switch

"

Juniper MX240 Ethernet
HP ProCurve 5400 Switch Services Router NEC WiMAX Base Station Cisco 6509 Switch NEC IP8800 Ethernet Switch

Sponsored by the National Science Foundation March 22, 2010 19



OpenFlow Deployment Roadmap

Exploring Networks
of the Future

2010
Jan Feb Mar  Apr May Jun Jul Aug Sep Oct Nov

Lab deployment of 3+ Some production traffic

University switches, FV, SNQC from research group . Broader production deployment
Deployments '

GEﬂ
Sliceable Interconnected

Nation-wide OpenFlow Networks
OpenFlow Network —
GEC8
Early GENI 4  OpenFlow Network

Integration + Integration Testing Integrated with GENI

Demo =
*
w

@ ‘!' /‘\u Q (Q\ ? /W
w w [ o
W— I2/NLR 2NR  —)
w (7 -
[\
@ @
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WIMAX Deployment Roadmap

" Exploring Networks
of the Future

2010
Jan Feb Mar  Apr May Jun Jul Aug Sep Oct Nov
GENI Install 3 kits from Rutgers 4 kits from Rutgers
Kits 3 campus licenses 4 campus licenses
GEC7 3 Sliceable Interconnected
University & Campus WiMax Networks
Deplaymeiits _
GiCS |
WiMax Networks
Integration + Integrated with GENI
Demo

GIR 2.1

* up to 10 locations - SR .. S— 1



e Exploring Networks
of the Future

ShadowNet Deployment Roadmap

2010
Jan = Feb | Mar | Apr May Jun Jul  Aug Sep Oct | Nov

3 Juniper m7i routers with virtualization sw in Internet2

BRI e ——
Deployments
AT&T Labs, U Kentucky,
Measurement Toolsets + University of Utah development
ProtoGENI Integration —
GEC8
ShadowNet Measurement
Demonstrate GIR 2.1 of GENI traffic

measurement collection

—
*




From Roadmap to Infrastructure

Coordinate deployment plans (wiki pages)
Set up GPO integration labs for joint project use, integration (e.g. OpenFlow)

Track individual projects wikis, repositories, tags, releases, kits (external and
internal), hardware, documentation, software, campus security policies,
support groups, escalation procedures

Trial GENI Integration Release (GIR) process on Spiral 1 software and
resources (example VISE, Enterprise GENI doc, sw and configurations).

Plan Spiral 2 GIR in February 2010 for software and systems successfully
integrated between 2 GENI projects (e.g. ProtoGENI and Instrumentation
Tools)

Test layer2 VLAN data connections with GENI sites (ION, FrameNet, QinQ,
EGRE tunnels, OpenVPN) and provide reference configurations for switches,
routers

Prepare net maps, tickets, GENI RUP, procedures (e.g. emergency
shutdown), logs, mailing lists for Meso-scale GENI Response Teams

Coordinate demos at GEC8 and GEC9



[
|
l
¢ 99

== Exploring Networks
of the Future

Stanford GENI Network

CENIC HPR - SVL
Layes 3 connecbons S12190) Layer 3 connechons
K-\ via CENIC via NLR PacketNet
ey
7 A NLR
Guido Appenzellar Guru Parulkar L GENIC | ([P i |
AT
0 y
*OpenFlow production / 3
. ? Intermet
traffic now (, ] @» A
«OpenFlow 1.0 ref e PHRRET RSN
. . = CENIC ISP - OAK
Implementation now (Cisco 7201) § -
: . . boun a.b bbr{a,b
Early integration with |§: I (2xCi06509s)  (2xCiscoB509s) (2 x Cisco 65098)
campus trials HP, NEC, cencisp - st
Toroki, Quanta, and T A
OpenWRT SWitCheS o~ Stanford OpenFlow networks
*OF sw devel/support T T c;l’,s,
*‘WiMAX deployment Al e o o)
o A VUAN acoess pon s labeled with the VLAN s o Stanford

(van n")
» The GEN defaul data plane path s highighled in biue

Last modied 2010.03.11

Layer 2 connections
via NLR FrameNet

Sponsored by the National Science Foundation

March 22, 2010
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Exploring Networks
of the Future

Layer 3 connections
via NLR PacketNet

Layer 2 connections
via NLR Framenet

Kuang-Ching
Wang, PI

1 A

gan Schmiedt,
Chief Network
-OpenFIO\IIEvn?r']nﬁ&E lab
(wireless mesh and
ethernet) now
» Expanding to more

Notes:
campus buildings it G Py
d . i * Anything that does only IP routing uses the router icon
«Early integration with s re e O acoreos) T Pode.Border co0p
* AVLAN acoess port is labeled with the VLAN s on
campus network « T GEN ot o ph s Hpghnd 1 e

) Clemson
operatlon center

Last modded 20100305

E:j\':E Sponsored by the National Science Foundation March 22, 2010 2o



-~

’
N T

L/
Q\ .’/

geni Georgia Tech GENI Netw

Exploring Networks
of the Future

Layer 3 connections
via NLR PacketNet

Layer 2 connections
via NLR FrameNet

Layer 2 connections
via Internet2 ION

NLR

Internet2

Russ Clark, Ron
GT-RNOC Hutchins,

oIT .
*Open Flow in 2 GT- (via commodity 1SPs) GT-RNOC CIP
RNOC lab bldgs now
*OpenFlow/BGPMux

coursework now
eDormitory trial

Notes.
sAccess control, « Ay P Goms Layer 2 swichng ses o swich

on, even i it also does some IP routing
g - « Anything that does ool IP routing uses e router icon
authentication fOCUS  |< ATLAN rurk ik baowoes o suiches i it
the VLANS & carries (VLANS N -M")
* A VLAN access port is labeled with the VLAN it's on
(vian ")
o The GENI defauk data plane path is highighted in blue

Sponsored by the National Scienc Georgla Tech

Last modied 201003-08

GT-RNOC CIP
OpenFlow networks
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geni Indiana University GENI Net

Exploring Networks
of the Future

Not shown: Ch ristopher Small Pl Indiana University OpenFlow Connectivity

)

G —
DG —
e —

111N Sarlght
111 N Lakeshore

Canal
(Chicage) (Chicago) w
Bulk Fiber
between ———

Matthew Davy, Dave Jent,
Chief Network IUIT
Architect

*OpenFlow in IU Testnet
Bloomington Data Center now
sIntegration with IlU GpENI '-]J INDIANA UNIVERSITY
cluster now

*Expanding to other campus

locations

*Focus on operations: campus

and GMOC

! : Sponsored by the National Science Foundation March 22, 2010 o



> E\p oring Networks
of the Future

Michael
Freedman, PI

Scott Karlin,
Computing Facilities System Admin

*Switch evaluation in progress
*Trial deployment to CS Dept

Larry
Peterson

Jennifer
Rexford

Chris Tengi,

*Fine-grain opt-in required
*Tools for infrastructure

management

Sponsored by the National Science Foundation

Princeton GENI Network

o

JLayer Joomvczom

P o

$/L ayer 3 cornecbonﬁ

j\ via Pastec

\\\M r-""
it

}La,w 3 connections /Lamr 3 comocmns
via MAGPY via !r‘arrel?

\ S

Notes

o AnyBirg that does Layer 2 swihing uses the swich
con. even i it also does some P routing

» Anyhing that does only P routing uses e router icon

o AVLAN yurk lnk between two switches i labeled with
P VLANS £ carries (VLANS N - M)

.AV\AN-cm\pMnut-Mﬂm:hn\lenu‘

-T’-G(NMM,J.AM;MY\A highighied n bive

Last mocked 2010-03-05

Vgate! & FW
(Cisco 6506)

Princaton campus networks

Princeton CS
OpenFiow networks

Princeton

March 22, 2010

28
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University of Washington GENI Network

Layer 3 connections

via Inlemnet2
/& b i

ICCR-STTLWAD1-01

Arvind Krishnamurthy,
=]

Layer 2 connections
via Intermet2 ION

Intemet
(via commodity ISPs) ?

»J
ICCR-STTLWAO1-02
(Juniper TE40)

ICCR-STTLWAD1-03 Intermet2 switch(es)
{Juniper T640)
Internet2

Tom Anderson _ .
Not shown: Clare Donahue, OUWT Pacific Northwest Gigapop

*Switch evaluation in progress
*Trial deployment to CS Dept
*Hybrid OF/RouteBrick - UBR ADS 0 UNCR ADS 01 ACAR ADS 01

o Anyhing that doms Layer 2 swiching uses the saiich (Cisco 7609) (Cisco 7609) (Cisco 7609)
testbed <on, even i £ also does some IP routng

* Anyhing that does only IP routing uses e router icon
© AVLAN runk ek between two swiches is labeled wih

*Tools for network function © VU e 7o ol P VA3 U G Oopuromen
partitioning » The GEN ettt o s i e

Last modkSed 2010-03-14

University of Washington

Sponsored by the National Science Foundation March 22, 2010 29
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Exploring Networks
of the Future

Aditya Akella, PI

Not shown: Perry Brunelli,
IT

Hideko Mills, IT
*Switch evaluation in progress
*OpenFlow + Emulab

integration now : " e e
*Trial deployment to CS Dept ﬁ;? “WiscNet o i G L o
*OpenFlow + trusted

computing development ”

*WiMAX deployment (hybrid | &rssisiasng == -

WiFI/WIMAX) " B VU £ s (VRSN MY UW Madison

* AVLAN acoess port s labeled with the VLAN t's oo

van o)
o The GEN! cefack data plarw path is highighied in bk

Last mocifed 2010:03-14

Sponsored by the National Science Foundation March 22, 2010 20
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" Exploring Networks
of the Future

Smift, Chaos Golubitsky, Nidhi
Tare, Heidi Dempsey

Mike Gribaudo, ID
Integration testbeds
*OpenFlow/Campus
VLAN integration
*WIMAX integration
*GENI APl Agg Mgr
*Support for early use

and experiments

Sponsored by the National Science

BBN GENI Network

T N
i
2 &
Layer 3 connections 667 Layer 2 connections
via NLR PacketNet VLANS & via UMass
50 f{
\ I
AN
Layer 2 connections /‘\
via NLR Framenet NLANS N VLANS N
3701 3725 57 VUANS
7013725 53
NLR bost Layer2.rie et Rox-bbAf00bent b
(Cisco C6500-NEB-A) (Cisco £3750)
A nox-bbn-moution 10 ""S”D‘S
Layer 2 connections VLANS ~ > VLANS (Cisco C3580-€) o
via Internet2 ION RIITH 670 301 370
Boston 12 Ciena
(Clena L1 optical device) (Csco L3 cm) x
Internet2
vian
PN N 667
B M
J \
K)
; Internet NI
(via commodity ISPs) ?) (Cisco ) (NEC T2XW)
5
r
7
T
VLANS
Notes 533
o Anything that does Layer 2 switching uses the swich 3701. 3750
on, even £ & also does some IP routing
o Anything that does only IP routing uses the router icon GPO testbed
s AVLAN b w0 ~ 4
A VLAN trunk Ink betwesn two swiches is labsled aith B8BN internal (ORCA, PlanetLab,

the VLANS & carries ("VLANS N - M)

o A VLAN access port is ladweled with e VLAN s on
(“vian n")

o The GENI defact data plare path is highighted in blue

Last modied 2010-03-05

networks

BBN

ProtoGENI, infrastructure)

- OUTTUAtiont

wviarcn 2z, ZU1U



Exploring Networks
of the Future

WIMAX deployments

Wisconsin
OpenFlow &
WiMax
Stanford
OpenFlow & uc B.OUlder
_WiMax WiMax
9
() A0
A
10
UCLA
WiMax

Rutgers

OpenFlow
& WiMax

ewunmm'—*

Polytech
WiMax

geni

Figure 1. WIMAX campus buildout.

Sponsored by the National Science Foundation March 22, 2010
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1100 WMAKS WermOvervew

GEN WIMAX Campun Oeployment K2 Fig 230 578 O0U sad At

NEC Base Station (BTS)
Equipped with:
(blank)
(blank)
radio module #1
control module

NEC Outdoor Unit (ODU)
(shown indoors, but intended fro
mounting with antenna)

/ Chassss imemal
Published, Bun
APl o
~
. 85 L
8BS Control o Artercn
L Modue e S
— — ! | Sywen
Etherret 802 10
Port £ - RasoCard
oG [ 2] —
Omnl-directional antenna
WIMAX Base Stason (elev. < &Mt above roof)
& - 4
WIMAX coverage ared:
3-5km
NEC Base Siaton (8T5) 01 f‘mmum
(€]
Ejuwu— £5 et Vosue | Out Door Une
fdrten o cou, —
At
Fibers:  power; Coax:
=== long  48VODC short
AVDC LMR-400,
or better

Privded on 11432008 of 437 46 W

L

GEN Pryect Ofice of BEN Tecndoges

VI T e o o

NEC Base Station (8TS)

Profile A
Supported service casses:
s reak Grme polng service
«Ps enhanced resl tiema polling service
s 70N resk time poling service
UGS UNSOICted grant service
BE best effort
Access mode SOFOMA/TDO
Frequancy 2535 ~ 2608 MH2
DLUL ratie IS, 2621, 98
Chaanel 8w 10 Miez, 573 Mz
PHY
FFY size 1024, 512
Frame duration Srra
TX ovtput Power I568m (max)
o of sectors 3
Head compression "
mQ MARQ/CC, ARQ
MAC MBS sepport Slagle BS, maltiple BOARS
Ressurce Power coatrel mode contrel |
rarsgerant (e, sieap otc.)
1P protecols i, Ive
Networking Rovtieg  Tre L2 switch,
Pachet Naadling BO2.1Q VLAN, PHS**)

Page 3ot9
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Description Qty
2.5GHz SECTOR ANT: Antenna, dual-polarization,
omnidirectional antenna, for operation in the 2.5GHz 1
range.

NEC 2.5GHz ODU: Base Station Outdoor Unit, for
connection to one antenna.

IDU: Base Station Indoor Unit, equipped equipped for 1-
Sector Configuration, with one Network Interface (NW 1
INTFC) card and one Channel Card (CHC).

Network Interface (NW INTFC) card

Channel Card (CHC)

100m (approx 300ft) of dual fiber cable, rated for outdoor 1
mounting, yellow SM, with connectors
1m (approx 3ft) (or as needed) antenna cable, LMR300 (or
LMR400) coax, with N connectors

Lightning arrestor, for use with ODU antenna cable
connection

10m (approx 30ft) outdoor power cable, two conductors,
12AWG, rated for outdoor use, with ODU Circular
Connector, soldered onto cable

ODU Circular Connector

Additional outdoor power cable, as needed, two conductors,
12AWG, rated for outdoor use, to extend from roof down to

1%%5%9%%”%%%8% cable, two conductors,

10AWG, with one IDU Rectangular Power Connector and four
IDU Rectangular Power Connector Contacts , two for each of
the positive and negative DC power rails, crimped onto cable
with a special tool, or soldered.

1-
917807- 1DU Rectangular Power Connector

IDU Rectangular Power Connector Contacts

Server, loaded with ASN-GW and ORBIT Management

Item Supplier Part No
NWA-

1.1 NEC  025035-
001
NWA-

2.1 NEC  027932-
001
NWA-

31 NEC 024297

32 NEC -

33 NEC -

41 NEC -

51- -

5.2- -

6.1- -

6.2 Mouser:  JR25WP-

““Hirose  4S71

6.3 - -

7.1- -

Mouser:

[~ Tyco/Amp 9

73 Mouser: 316041-

“ Tyco/Amp 2

8.1- -

Framework software, for use during installation and initial
checkout, and perhaps for final operating configuration

WIMAX kit (hardware)

92 -

93 -

Mouser:
10.1 Mean
Well

10.2 -

LIS

Mouser:
11.2 Mean
Well

11.3-

11.4 -

SP-
240-
48

SP-
320-
48

IMPORTANT: In some
locales, the installation
and grounding will
need to be certified by a
professional engineer

Outdoor site, with pole for
mounting of antenna and
Base Station Outdoor Unit,
grounded to building ground
for lightening protection
Pole for mounting of antenna
and Base Station Outdoor 1 - -
Unit

Ground cable, as needed. 1- - -
Power supply for ODU,
Mean Well SP-200-48,
110VAC input, -48VDC
output, rated 4.2A or 200W,
mounted in testbed
equipment room, or outdoors
on roof, in weathertight
enclosure (see UMass
Amherst)

When available, one
weatherproof container on
roof, to mount ODU power
supply.

Indoor site, with racks, for
mounting of Base Station
Indoor Unit and Linux
Servers

Power supply for IDU, Mean

Well SP-320-48, 110VAC

input, -48VDC output, rated 1 - - -
6.7A or 320W, mounted in

testbed equipment room

Servers, for loading with

ASN-GW and ORBIT 0
Mangement Framework - 1,600
software, for final operating 3
configuration

1- -

Pole diameter between
48mm and 120mm

1- - -

See UMass Amherst for
typical design.

1

0- Depends on final
4,800 configuration

OpenFlow? compatible
switch desired. PC-
Ethernet switch ports, for 0-  based design underway
multiple VLANS "7 2,500 that utilizes FPGA card,
total cost: $1300 + $400
=$1700
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GO WMAX Campes Degioyment 2 Fig 1-4) Vietumaaton

1113000 WINAXSysemOwrvew
GENI Virtualized ASN GW
Outmde Access

Currently. ASN 15 —

m\( G| TUN DEVICE

10w
Mode Agent
‘ (=) (=) (=) ..@
GEM Sice AP

' - .. e ’

Prnted on 11700000 w 437 46 PN

(Son x maws e

[90re cutmse Semmiraton pont e g P sddwes o VLAN
PMdary Charts v showed by Acomss Comtrol U (ACL) e
i ae Woes g eneriad i W UAGe GAT v

JOCre GRE \uvvet 4 regured Ar eadh Clert e sarvce
Fom § repies I A7 000N Sredbon Yom 294 - b4 GRE

C.v-“- UGS ePS P8 PS 8E

GEW Progect Ofice ot BEN Tecmooges

Kernel Virtual M/C

WIMAX Setup
(ASNGW + BS)

/\  (Airinterface)
\

Page t of9
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Kits will be delivered to Rutgers this May,
then rolled out to campuses

Exploring Netw
of the Fi

Rutgers Rutgers

Step Description Stanford
WINLAB Bush

NEC ' Columbia Poly NYU UCLA  Colorado UMass Wisc BBN

Identify Outdoor Site Completed
1 - Completed Completed - Completed Completed Started Started Completed Completed
on Campus P P P P P P 1/28/10

Completed Completed 1st
1st Started 2/24/10 Applied
2nd 2nd 1/14/10

. . Applied Applied Completed
2 Obtain FCC L - C leted Ci leted - Started Started
amn icense omplete omplete 2/25 2/22 artes arte 3/2010

Identify Indoor
3 Equipment Room on - Completed - - - Completed - - Completed - Completed 7/09
Campus

Install Wiring at
it it t
4 Qutdoor Sl.e and to ~ Completed - _ _ _ _ _ - - -
Indoor Equipment

Room

5 Install Pole at Outdoor Completed
Site and Ground P

Install Antenna at

® Outdoor Site - Competed - ) B B B - - B -

Install Base Station

7 - @ leted - =) S - - - - - -
Qutdoor Unit e
Complete Wiring at

8 Outdoor SlFe and to _ Completed - _ _ B - - - - -
Indoor Equipment

Room

Install Indoor
9 Equipment Racks and - Completed - - - - - - - - -
Ground

Install 1220VAC and -
10  48VDC Power Feeds = Completed - = = - - - - = -
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MesoScale Iin the backbones

GENI build-out spreading through the US research
networks (backbones now, regionals in Spiral 3)

Internet2, NLR backbones are installing 5 HP ProCurve
OpenFlow switches in each backbone

Internet2, NLR will interconnect GENI Layer 2 data planes

ShadowNet: installs 3 Juniper M7i routers for
measurements in 12 PoPs this year

Preliminary investigations into ProtoGENI/OpenFlow

Regional networks will have workshop at GEC 8, leading
to GENI build-out through regionals in Spiral 3
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Building the experiment pipeline

* Three pipeline efforts to encourage experiments
— Getting earliest experiments running (now)
— Organizing / running training sessions (startup)
— NSF-sponsored experimentation workshop (June)

 NSF Future Internet Architectures program



Experiments now in progress

e Four experiments now in progress
— Davis Social Links (Felix Wu, UC Davis)
— Floating Cloud-Tiered Internet (N. Shenoy, RIT)
— DTN for Space Networks (Ed Birrane, JHU APL)
— Pigeon Net (Jiang Li, Howard)

o General process
— Very early in GENI — Pls need active help

— GPO engineers help Pl get experiment ported to GENI cluster
(ProtoGENI currently the favorite)

— Now shaking them down in GPO lab
— Will then put it out into the national GENI infrastructure
— Hope to present research experiment results at GEC 9



Training sessions

e Goals
— Train students / young PIs on how to use GENI
— Help establish & grow active student cohorts

e Training sessions
— Currently oriented by cluster / toolset
— Next year should be more “generic GENI”

— Jon Turner gave SPP training last week at GEC 7,
about 20 participants

— GEC 8 (July) will host a number of different training
sessions, each 2 day long



NSF Experimentation Workshop

e Current plans
— Chairs: Jex Rexford, Guru Parulkar
— To be held at Princeton in late June
— About 40 participants (20 profs, each with student)
— Active GPO participation to say “what’s possible”

e Goals
— A number of solid research experiment proposals . . .

— . .. that can be run as GENI experiments starting in the
Fall 2010 timeframe . ..

— . .. and which can be promptly funded by supplements
or EAGER grants



NSF Future Internet Architectures

* Loosely coupled to GENI
— Experimentation / trials required
— Can use GENI, National Cyber Range, or purpose-built
infrastructure
e Programmatics
— Proposals due late April 2010

— Teams appear to have strong overlap with GENI
prototyping teams

— GPO will be fair & even-handed, will not participate in
any FIA proposals

— (Note that FIA budget appears substantially bigger than
the total GENI budget)
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GPO “hands on” focus
for making Spiral 2 a success

Project
Director
Chip Elliott
Project
Management
Henry Yeh
System Software Infrastructure Experiment
Engineering Integration Integration Support
Aaron Falk Tom Mitchell Heidi Dempsey Mark Berman

Emphasizes integration & experimentation.
Retasking / reorg started in November 2009; now almost complete.



Solicitation 3 ideas
We seek your suggestions and feedback

e Actively pondering GPO Solicitation 3

— Notional schedule: Issue solicitation in late spring, with proposals
due in mid-late summer

— Notional funding level: similar to Solicitation 1
— Talk to us now about your ideas

e Solicitation areas as currently envisioned

1. Aggressively grow meso-scale build (next slide)
1. More campus, regional, & backbone sites
2. New “GENI Racks” (eg rack of PCs with OpenFlow switch)

2. GENI Instrumentation system (build & deploy)

3. Operations / experiment support /training / education &
curriculum development

4. Interesting new ideas



Aggressively grow meso-scale build

This is just a concept — we seek your input

Accelerate and expand meso-scale build started in Spiral 2
(add more campus, regional, backbone sites)

Inject “GENI Racks” throughout to beef up computation / storage
— 1 high end Rack = basic unit of computation / storage
— Notionally a rack of 1U computers with OpenFlow switch (eQ)
— Highly sliceable, programmable, virtualized, & significant storage
— Deploy into network’s topologically significant points
(eg, backbones, regionals, campuses, near WiMAX)
— Wide range of possible research uses
— Eg, programmable routers, content distribution, ...
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Summary

o “GENI is a virtual laboratory for exploring future internets at scale”

How are we doing?

 Rapid progress to date

GENI community appears highly energized and surprisingly happy
System architecture is taking shape via spiral development

Meso-scale build has considerable buy-in from Pls, campus CIOs,
national backbones, regionals

We are executing plans for getting a number of research experiments
started on the GENI suite

 What are the next steps (Spiral 3) ?

Converge upon interoperable control frameworks & tools
Aggressively grow the meso-scale build, adding “GENI racks”
Transition to “operations” to support large-scale, continuous experiments



